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Abstract

ŘEZÁČ MARTIN, TOMA LUKÁŠ: Indeterminate values of target variable in development of credit scoring models. Acta Universitatis Agriculturae et Silviculturae Mendelianae Brunensis, 2013, LXI, No. 7, pp. 2709–2716

In the beginning of every modelling procedure, the first question to ask is what we are trying to predict by the model. In credit scoring the most frequent case is modelling of probability of default; however other situations, such as fraud, revolving of the credit or success of collections could be predicted as well. Nevertheless, the first step is always to define the target variable.

The target variable is generally an ‘output’ of the model. It contains the information on the available data that we want to predict in future data. In credit scoring it is commonly called good/bad definition.

In this paper we study the effect of use of indeterminate value of target variable in development of credit scoring models. We explain the basic principles of logistic regression modelling and selection of target variable. Next, the focus is given to introduction of some of the widely used statistics for model assessment. The main part of the paper is devoted to development and assessment of 27 credit scoring models on real credit data, which are built up and assessed according various definitions of target variable. We show that there is a valid reason for some target definitions to include the indeterminate value into the modelling process, as it provided us with convincing results.
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In these times of uncertainty, one branch of business application of mathematics has grown on importance – credit scoring. Nowadays, a widely believed starter of the crises was expansive credit politics and lack of risk management in the US and by consequence growing number of bad clients, which were not able to repay their liabilities. It is for these events, that new regulations regarding risk management were developed. Furthermore, the inner processes were being re-evaluated in financial companies, seeking improvement and trying to survive the hard times. This has opened the space for new techniques in credit scoring and innovation of the old ones.

In this paper, we deal with the modelling of the scoring function and estimation of client’s creditworthiness using logistic regression model. It is focused on the definition of the target variable, especially on indeterminate values. In the second half of this paper, the most often used measuring statistics for the assessment of credit scoring model are presented and their values, obtained on real credit data, are compared for different developed models.

The literature devoted to the topic of indeterminate values of target variable in credit scoring is not very extensive. Beardsell (2004) dealt with the phenomenon of indeterminates. According to his results, the use of indeterminate value of target variable for credit scoring development provides no extra value. However, this was proved only by one test. Siddiqi (2006) discussed the definition of indeterminates and stated that indeterminates are only used where the “bad” definition can be established several ways, and are usually not used where the definition is clear-cut, e.g. bankrupt. Furthermore he suggested that indeterminates should not exceed more than 10% to 15% of the portfolio.

Sarlija et al. (2006) tried to find an efficient model for consumer credit scoring using neural networks in comparison with logistic regression. A specific
characteristic of the examined data set was that the credit repayment period was not completed. Applicants were divided into three categories: “good”, “bad”, and “indeterminate” applicants who influenced the model accuracy. Five different modelling strategies were tested: (1) multinomial model with three categories of applicants, (2) binomial model using only good and bad applicants, (3) binomial model including indeterminate applicants as good, (4) binomial model including indeterminate applicants as bad, and (5) binomial model in which indeterminate credit applicants were estimated by model 2 and then included in the dataset. The results suggested that the best strategy to deal with indeterminate applicants is to estimate them as good and bad, and then include into the model or to exclude them from the data set.

Anderson (2007) stated that another potential indeterminate group for credit scoring models is early settlements. But at the same time, he added that this may be contentious, as they are good accounts, but may be justified, because their inclusion can bias credit scoring model in favour of applicants that are often unprofitable. Bolton (2009) presented in his work that some developers of credit scoring models deleted indeterminates from a sample with the hope that eliminating gray credits will produce a model that can better distinguish between good and bad credits. But simultaneously he added that other developers found this practice quite useful.

The re-evaluation of the statement of Beardsell, Sarljić et al. and Bolton will be the primary goal of this paper as it could be possible improvement in management of credit risk. Secondly, the strength of multiple models will be compared and therefore the strongest possible definition of good and bad client could be suggested.

Modelling

In the beginning of every modelling procedure, the first question to ask is what we are trying to predict by the model. In credit scoring the most frequent case is modelling of probability of default; however other situations, such as fraud, revolving of the credit or success of collections could be predicted as well. Nevertheless, the first step is always to define the target variable.

Target variable is generally an ’output’ of our model. It contains the information on the available data that we want to predict in future data. In credit scoring it is commonly called good/bad definition. There are four outcome-performance statuses used in credit scoring associated with good/bad definition (see Anderson,2007).

<table>
<thead>
<tr>
<th>Good</th>
<th>Bad</th>
<th>Indeterminate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Desired state, something to be welcomed in future.</td>
<td>Unwanted state, something to be avoided in future.</td>
<td>In between, greeted with mild reluctance and not revulsion.</td>
</tr>
</tbody>
</table>

Excludes Any outcome outside of the intended purpose of the scorecard.

Traditionally, the target variables with binary response are used (e.g. default/non-default or fraud/no fraud) and therefore only two categories – good and bad – are used for the model. The other two outcomes are omitted, as it gives better prediction results. Or does it? In this paper we beg to differ and try to prove that indeterminate value has its justification as a part of modelling process.

As our goal was to describe the influence of the indeterminate value of response variable, we were using multiple target definitions so to have more models to compare with and support our observations. We used nine different definitions explained in the following Tab. I, where DPD stands for Days past default and “on first” means on the first payment.

The values of bad rates (on real credit data, described in chapter 4) were between 0.32% and 3.28% for different definitions, which is quite small number; however, as there was sufficient number of observations, it was not an issue. The shares of indeterminate clients were between 0.5% and 5%. This did not exceed 15%, which is the recommended maximum share in the portfolio (Siddiqi, 2006). On the other hand, this was enough, so that operations with them will influence the discriminating power of the model.

We have used logistic regression model as it is the most widely accepted technique for credit scoring. The model is defined (see Hosmer and Lemeshow, 2000) by

<table>
<thead>
<tr>
<th>Good/bad definitions</th>
</tr>
</thead>
<tbody>
<tr>
<td>model</td>
</tr>
<tr>
<td>3090</td>
</tr>
<tr>
<td>3060</td>
</tr>
<tr>
<td>6090</td>
</tr>
<tr>
<td>3090onfirst</td>
</tr>
<tr>
<td>3060onfirst</td>
</tr>
<tr>
<td>6090onfirst</td>
</tr>
<tr>
<td>30onfirst90onfirst</td>
</tr>
<tr>
<td>30onfirst60onfirst</td>
</tr>
<tr>
<td>60onfirst90onfirst</td>
</tr>
</tbody>
</table>

| 3090                 |
| 3060                 |
| 6090                 |
| 3090onfirst          |
| 3060onfirst          |
| 6090onfirst          |
| 30onfirst90onfirst   |
| 30onfirst60onfirst   |
| 60onfirst90onfirst   |
logit(p) = log \left( \frac{p}{1-p} \right) = \beta_0 + \beta_1 x_1 + \ldots + \beta_k x_k, \quad (1)

where \( p \) is the modelled probability of default, \( \beta_0, \ldots, \beta_k \) are coefficients of the model and \( x_1, \ldots, x_k \) are input variables of the model. More precisely, we use SAS procedure Logistic with stepwise selection method with the Wald Chi-square test with 0.95 level of significance (we tried out also backward and forward methods, but the best results, considering Gini coefficient and Lift, were reached with the stepwise method).

We made three models for each definition on our sample. First model was a model, in which the indeterminate clients were erased from the sample and the modelling was done on the remaining clients. Such a model uses information about the indeterminates, but the power of the model is assessed on data sample, which is not representative (indeterminate clients were erased). In the second model, the indeterminate clients were marked as good and again model was developed on the binary target variable. This is a classical modelling approach. Potential drawback of this approach lies in losing information about the indeterminates – they are put together with good in the same bag. In the third model, regression coefficients from the first model were used and data with the Indeterminates marked as good were scored. This model uses information about the indeterminates (as well as the first model), but the power of the model is assessed (unlike the first model) correctly on the whole population – indeterminate clients were put back to the data sample before assessing the power of the model.

Naming convention models(onfirst)(onfirst) was used, where \( x \) number of days past due reached never or not on the first payment respectively for client to be good, \( y \) number of DPD reached either ever or on the first payment for client to be bad.

For the three models, following suffixes were used:
- _indet_erased model developed and assessed without indeterminates
- _indet_dev model developed and assessed with indeterminates (classical modelling approach)
- _indet_assessed model developed without indeterminates, but assessed with indeterminates.

**Assessment of quality**

After the development of multiple scoring functions, the next important step is to assess them and determine the strongest one in some sense. In credit scoring, many statistics of quality are used for this assessment, working each on different principle. When put all together they give us a complex picture of the power of the model and unable us to make informed decision, regarding what scoring function to use or whether there are things that should be improved. The most widely used statistics are Kolmogorov-Smirnov statistic (KS), Gini coefficient and Lift. For further available statistics and appropriate remarks see Wilkie (2004), Giudici (2003), Siddiqi (2006) or Rezác and Koláček (2012).

Assume that score \( s \) is available for each client and put the following markings:

\[
D_k = \begin{cases} 1, & \text{client is good} \\ 0, & \text{otherwise} \end{cases}
\]

The empirical cumulative distribution functions (CDFs) of the scores of good (bad) clients are given by the relationships

\[
\begin{align*}
F_{n,GOOD}[a] &= \frac{1}{n} \sum_{i=1}^{n} I(s_i \leq a \land D_K = 1) \\
F_{n,BAD}[a] &= \frac{1}{m} \sum_{i=1}^{m} I(s_i \leq a \land D_K = 0) \quad a \in [L, H],
\end{align*}
\]

where \( s \) is the score of the \( i \)-th client, \( n \) is the number of good clients, \( m \) is the number of bad clients, and \( I \) is the indicator function, where \( I(\text{true}) = 1 \) and \( I(\text{false}) = 0 \). \( L \) is the minimum value of a given score, \( H \) is the maximum value. We denote the proportion of bad clients by

\[
p_b = \frac{m}{n+m}
\]

and the proportion of good clients by

\[
p_G = \frac{n}{n+m}.
\]

The empirical distribution function of the scores of all clients is given by

\[
F_{n,ALL}[a] = \frac{1}{N} \sum_{i=1}^{N} I(s_i \leq a) \quad a \in [L, H],
\]

where \( N = n + m \) is the number of all clients.

An often-used characteristic in describing the quality of the model (scoring function) is the Kolmogorov-Smirnov statistic (KS). It is defined as

\[
KS = \max_{a \in [L,H]} |F_{n,BAD}(a) - F_{n,GOOD}(a)|,
\]

However, the main disadvantage of this statistic is, that it only measures the biggest vertical gap, meaning that its realisation is in very specific value. Therefore, it is not a reliable reference tool for the entire population, as all we can say according to this statistic about the entire distribution functions...
is their maximal distance and not the overall behaviour.

The Lorenz curve (LC), sometimes confused with the ROC curve (Receiver Operating Characteristic curve), can also be successfully used to show the discriminatory power of the scoring function, i.e., the ability to identify good and bad clients. The curve is given parametrically by

\[ x = F_m.BAD(a), \quad y = F_n.GOOD(a), \quad a \in [L, H]. \]  

(6)

The definition and name (LC) is consistent with Müller and Rönz (2000). One can find the same definition of the curve, but called the ROC, in Thomas et al. (2002). Siddiqi (2006) used the name ROC for a curve with reversed axes and LC for a curve with the CDF of bad clients on the vertical axis and the CDF of all clients on the horizontal axis. For a short summary of currently used credit scoring methods and the quality testing thereof by using the ROC on real data with interpretations, see Kočenda and Vojtek (2009).

Each point on the curve represents some value of a given score. If we assume this value to be the cut-off value, we can read the proportion of rejected bad and good clients. An example of a Lorenz curve is given in Fig. 1. We can see that by rejecting 20% of good clients, we reject almost 60% of bad clients at the same time.

In connection with the LC, we will now consider the next quality measure, the Gini coefficient. This index describes the global quality of a scoring function. It takes values between 1 and 1. The ideal model, i.e., a scoring function that perfectly separates good and bad clients, has a Gini coefficient equal to 1. On the other hand, a model that assigns a random score to the client has a Gini coefficient equal to 0. Negative values correspond to a model with reversed meanings of scores. Using Fig. 1 the Gini coefficient can be defined as

\[ Gini = \frac{A}{A + B} = 2A. \]  

(7)

The actual calculation of the Gini coefficient can be made using

\[ Gini = 1 - \sum_{k=1}^{N} \frac{(F_m.BAD_k - F_m.BAD_{k-1}) \times (F_n.GOOD_k + F_n.GOOD_{k-1})}{2}. \]  

(8)

where \( F_m.BAD_k \) (\( F_n.GOOD_k \)) is the \( k \)th vector value of the empirical distribution function of bad (good) clients. For further details see Thomas et al. (2002), Siddiqi (2006) or Xu (2003).

The third considered indicator of the quality of a scoring model was (cumulative) Lift, which states how many times, at a given level of rejection, the scoring model is better than random selection (the random model). More precisely, it indicates the ratio of the proportion of bad clients with a score of less than \( a \), \( a \in [L, H] \), to the proportion of bad clients in the overall population. In practice, the calculation is done for Lift corresponding to 10%, 20%, …, 100% of clients with the worst score (see Coppock, 2002). It was shown in Řezáč, M. and Řezáč, F. (2011) that the Lift can be expresses by CDFs of scores bad and all clients as

\[ Lift(a) = \frac{F_n.BAD(a)}{F_n.ALL(a)}, \quad a \in [L, H]. \]  

(9)

In connection with Coppock's approach, we define

\[ Lift_q = \frac{F_m.BAD \left( F_n.ALL^{-1}(q) \right)}{F_n.ALL \left( F_n.ALL^{-1}(q) \right)} = \frac{1}{q} F_m.BAD \left( F_n.ALL^{-1}(q) \right), \]  

(10)

where \( q \) represents the score level of 100\( q \)% of the worst scores (i.e. 100\( q \)% cutoff level) and \( F_n.ALL^{-1}(q) \) can be computed as \( F_n.ALL^{-1}(q) = \min\{a \in [L, H], F_n.ALL(a) \geq q\} \).

RESULTS

We obtained a data from financial company operating on the Czech market. Data originally contained 47 socio-demographic characteristics for each observation. First group of variables described client's personal characteristics, such as age, ZIP code, education, employment, number of children. Second group were the behavioural characteristics, describing client's relationship with the company, such as credit amount, time of ratification, defaults in the past, annuity date, annuity amount and others. The sample window consisted of clients who were registered between 1st January 2009 and 1st April 2011 as clients, which were included in

---

1 The company wishes to be undisclosed according to the Privacy contract.
Indeterminate values of target variable in development of credit scoring models

As we were working with real raw data, we had to deal with considerable amount of missing and extreme values. In some instances we dealt with data entries, which were logically inconsistent with the variable's requirements, such as negative ZIP code, age value under 18 years or text entry in numerical variables. All such cases had to be erased or solved by some imputation method. Overall, we have selected 346,322 observations over the mentioned sample window.

In the practical applications in this chapter, obtained statistics are in the tables sorted in rows by different definitions of target variable and in columns there are always the three models for each target variable as explained in the previous chapter.

Kolmogorov-Smirnov statistic was calculated for all 27 models and their values compared among three models for each good/bad definition as well as among different target definitions.

Data in the Tab. II show the KS statistic for all models made for each good/bad definition (written in the left column). The most obvious trend is that the first model, where indeterminate clients are taken out off the sample, is almost always the strongest, except of the model60onfirst90onfirst. This can be easily explained, as with indeterminate clients, we eliminate data, which are most difficult to evaluate. However, more interesting is the fact that for six out of nine target definitions was the third model, where indeterminate clients were used (in the sense described above) for scoring function development, stronger then model developed without these clients. This trend is shown in bold in the Tab. II.

The quality of the models was also assessed among different target definitions. From this point of view, the most favourable seems to be model30onfirst90onfirst, which has by far the highest values of KS statistic. On the other hand, the weakest target definition according to KS statistic is model3060. As concerned with in previous part, the KS statistic is measured only as a maximum distance, therefore provided results are not values of overall quality of the model.

Gini coefficient was also used as a primary evaluator of the model during development and deciding, which type of variable selection to use or how to transform data for better scoring performance.

The results of this statistic can be split into two groups by the target definitions (in the Tab. III the split is illustrated by dashed horizontal line). First group contains the target variables, which are defined using only ‘never DPD’ and ‘ever DPD’ limitations. For these, the use of indeterminate clients for model development proved clearly unhelpful and it is ought to be used only with respect to the other possibilities.

For the second group, however, containing the models, which target variables were defined using also/only the default on the first payment, the

<table>
<thead>
<tr>
<th>Target definition</th>
<th>Indet_erased</th>
<th>Indet_dev</th>
<th>Indet_assessed</th>
</tr>
</thead>
<tbody>
<tr>
<td>model3090</td>
<td>0.5868</td>
<td>0.5771</td>
<td>0.5628</td>
</tr>
<tr>
<td>model3060</td>
<td>0.5315</td>
<td>0.5432</td>
<td>0.5438</td>
</tr>
<tr>
<td>model6090</td>
<td>0.5805</td>
<td>0.5771</td>
<td>0.5772</td>
</tr>
<tr>
<td>model3090onfirst</td>
<td>0.6011</td>
<td>0.5832</td>
<td>0.5848</td>
</tr>
<tr>
<td>model3060onfirst</td>
<td>0.6045</td>
<td>0.5868</td>
<td>0.5872</td>
</tr>
<tr>
<td>model6090onfirst</td>
<td>0.5941</td>
<td>0.5832</td>
<td>0.5830</td>
</tr>
<tr>
<td>model30onfirst90onfirst</td>
<td>0.6246</td>
<td>0.6234</td>
<td>0.6237</td>
</tr>
<tr>
<td>model30onfirst60onfirst</td>
<td>0.5884</td>
<td>0.5868</td>
<td>0.5871</td>
</tr>
<tr>
<td>model60onfirst90onfirst</td>
<td>0.6084</td>
<td><strong>0.6085</strong></td>
<td>0.6082</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Target definition</th>
<th>Indet_erased</th>
<th>Indet_dev</th>
<th>Indet_assessed</th>
</tr>
</thead>
<tbody>
<tr>
<td>model3090</td>
<td><strong>0.746</strong></td>
<td>0.734</td>
<td>0.720</td>
</tr>
<tr>
<td>model3060</td>
<td><strong>0.714</strong></td>
<td>0.704</td>
<td>0.704</td>
</tr>
<tr>
<td>model6090</td>
<td><strong>0.738</strong></td>
<td>0.734</td>
<td>0.734</td>
</tr>
<tr>
<td>model3090onfirst</td>
<td>0.734</td>
<td>0.716</td>
<td><strong>0.738</strong></td>
</tr>
<tr>
<td>model3060onfirst</td>
<td><strong>0.760</strong></td>
<td>0.744</td>
<td>0.742</td>
</tr>
<tr>
<td>model6090onfirst</td>
<td>0.728</td>
<td>0.716</td>
<td><strong>0.738</strong></td>
</tr>
<tr>
<td>model30onfirst90onfirst</td>
<td>0.756</td>
<td>0.756</td>
<td><strong>0.774</strong></td>
</tr>
<tr>
<td>model30onfirst60onfirst</td>
<td>0.744</td>
<td>0.744</td>
<td><strong>0.774</strong></td>
</tr>
<tr>
<td>model60onfirst90onfirst</td>
<td>0.716</td>
<td>0.716</td>
<td><strong>0.732</strong></td>
</tr>
</tbody>
</table>
The situation is dramatically different. Not only was the third model, using the indeterminate clients (in the sense described above), stronger than the model without them, it was also in almost all cases stronger than the first model, developed only on good and bad clients with indeterminates taken out of the sample (the strongest model is shown in bold in the table). This can, of course, be valid only on this particular data. However, trend has been confirmed also by testing it on validation sample.

For the determination of discriminating power of the model by Lift statistic, the values of Cumulative Lift statistic were compared for 20% and 50% cutoff levels. The values were once again compared for three models among one target definition as well as for different definitions.

According to the Tab. IV, which shows the Cumulative Lift statistic values for the 20% cutoff level, we can again see the first obvious trend that the first model (without the indeterminate clients) is the strongest. This can be, however, easily explained as it is only logical, that when we take out the clients, which practically fall to the ‘not-sure’ category, the discriminative power of the model will become considerably higher. Nevertheless, for the purpose of this paper more important fact is, that again, for the 6 out of 9 models (again shown in bold in the table), the third model presents higher values than second model. This means the use (in the sense described above) of indeterminate clients for development of the model has a positive influence on its power as measured by Cumulative Lift statistic.

Regarding the discriminating power of different target definitions, the Cumulative Lift statistic states, that the strongest is again model30onfirst90onfirst. The most widely used target definition in model3090 presents, however, one of the weakest results according to this statistic.

For the Cumulative Lift statistic at 50% cutoff level, the results presented in Tab. V do not follow the same trends as in the previous cutoff level. The first model still stays as the strongest one among the three models for each target definition. However, at this cutoff level, the third model, using the indeterminate clients for modelling of the scoring function, does not appear to follow as persuasive trend of positive influence on the power of the model (stronger of the two models again in bold). Nevertheless, there are still three target definitions for which their use is justified. Among different target definitions is on this occasion strongest model60onfirst90onfirst.

Overall, the most interesting fact is, that with the rising cutoff level, the influence of the indeterminate clients on the model development is almost perfectly reversed (except for model model3060). This fact and its causes are however left by the author for further exploration.
SUMMARY

Credit scoring industry, in the light of events from last few years, seeks innovation. New procedures are tried out and old once need improvement. As the improvement of procedures, which are already set up, is usually less expensive, their improvement can be implemented more easily and requires less additional resources. Therefore, this paper was mainly concerned with how the indeterminate value of target variable in credit scorecard development influences the quality of the model predictions, as there is a possibility to enhance the predictive power of logistic regression models, which are most widely used in credit scoring. This was researched on twenty seven logistic regression models for nine good/bad definitions for sufficient backup for the claims presented. There is a brief introduction to the foundations of logistic regression modelling and its mathematical principles are explained and illustrated. After the model development, quality of the models were assessed by standard quality measuring techniques used in credit scoring, such as Gini coefficient, Kolmogorov-Smirnov statistic or Lift. From the comparison of these data interesting facts appeared. Firstly the results show, that there is a valid reason for some target definitions to include the indeterminate value into the modelling process, as it provided us with convincing results. On the other hand, this was mainly for the 'less usual' definitions of good and bad client, which are not that often (if at all) used in real practice. This can be the issue, as in most real-world firms, target definitions are either set or at least bounded by the mother company or some kind of regulator. Nevertheless, the statistics have also shown, that these definitions give usually models with similar or even slightly higher predictive power, therefore they should be also considered into practice. These are, however, more strict definitions, so there can be a problem with rising level of rejection and also lack of observations for defaulted customers for development process. This was left by authors for further exploration as it was not a part of the hypothesis. In conclusion, the indeterminate clients in the data sample for model development can be a source of valuable information and they should not be omitted entirely in the modelling process. Its usage at least as a support tool is recommended.
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