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Abstract
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High population as well as the economical tension emphasises the necessity of effective city management – from land use planning to urban green maintenance. The management effectiveness is based on precise knowledge of the city environment. Point clouds generated by mobile and terrestrial laser scanners provide precise data about objects in the scanner vicinity. From these data pieces the state of the roads, buildings, trees and other objects important for this decision-making process can be obtained. Generally, they can support the idea of “smart” or at least “smarter” cities. Unfortunately the point clouds do not provide this type of information automatically. It has to be extracted. This extraction is done by expert personnel or by object recognition software. As the point clouds can represent large areas (streets or even cities), usage of expert personnel to identify the required objects can be very time-consuming, therefore cost ineffective. Object recognition software allows us to detect and identify required objects semi-automatically or automatically.

The first part of the article reviews and analyses the state of current art point cloud object recognition techniques. The following part presents common formats used for point cloud storage and frequently used software tools for point cloud processing. Further, a method for extraction of geospatial information about detected objects is proposed. Therefore, the method can be used not only to recognize the existence and shape of certain objects, but also to retrieve their geospatial properties. These objects can be later directly used in various GIS systems for further analyses.
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Laser scanning is a technique widely used for many years. It is possible to find many applications from airborne laser scanning to terrestrial laser measurements (see overview in Vosselman (2010) and many others). The usual goal of these measurements is to obtain a shape of a selected object. In case of the airborne scanning, it is frequently a digital elevation model. In case of the terrestrial measurement, it is possible to reconstruct a shape of a house, bridge, even a complex machine. Generally, the goal is to measure as precise as possible the shape of a target structure and create a computer model of its surface. If we simplify the problem, we can say that the whole process is composed of several steps: Firstly, a measurement is done. The output is a set of reflected laser beams – so called point cloud. These points have position, refraction index and potentially other information pieces. Further, the point cloud is loaded into a specialized application and the object surface is reconstructed. In case of terrain measurements, geospatial approximation methods are usually used (see Lloyd, 2010). In case of artificial objects (e.g. buildings), many mathematical approximation methods are used (B-Splines or NURBS approximation etc.) (Robin, McLeod, Baart, 1998). These methods are not designed solely for point cloud processing. We can also apply them for path approximation for CNC machines (Procházková, Sedlář, Prochážka, 2007), reconstruction of surfaces from optical data (e.g. microscopes in Matoušek, Martišek, Procházková (2007)) or other curve or surface approximations.

All mentioned applications are based on an assumption that there is a known specific object, and the process itself is just about its modelling.
This article is focused on another problem: we have a complex point cloud with unknown objects (a street with different objects), and it is necessary to identify both the surface and the kind of measured objects (e.g., what part of the point cloud is a tree, car or house). This object identification within the point clouds has substantial potential for many fields. We can compare it to expansion of computer vision that brought many revolutionary applications from automatic traffic signs identification in cars to searching using images in Google search engine. One of the promising applications is automatic passportization of state/municipal property (green on public places and alongside roads, traffic signs etc.). Therefore, we focused our article on identification of objects that can be found at these public places. The goal of the described process is to simplify management of this property.

This paper presents an overview of key steps that must be performed to fulfill this task, as well as common methods, tools and file formats. The problem is explained in pole-like object recognition case study.

MATERIALS AND METHODS

This section describes selected methods for point cloud processing. These methods are divided into two parts: point cloud preprocessing and object recognition. The first category describes widely used methods, such as segmentation, outliers removal and sampling. The second category describes methods used to recognize certain objects found in urban environments, e.g., roads and pole-like objects.

Point Cloud preprocessing

Preprocessing is a very important step in the point cloud processing pipeline. Usually the number of points in a scene representing an urban environment is very high. It is not uncommon for the point cloud to have more than million points. It is very difficult to process this amount of points in a reasonable amount of time. This subsection describes three most common groups of preprocessing methods: outliers removal, sampling and segmentation.

One of the key problems in point cloud processing is a noise. If the cloud contains a lot of noise, the entire processing process can be at risk. Noise represents points that are not at the scanned surface. These points are called outliers. The basic and widely used methods use the points neighbourhood to determine if the point is an inlier or outlier. They use either the distance from the point to other points or the point density (Sotoodeh, 2006). The point that does not meet certain criteria is characterized as an outlier. More about removing outliers in Schall, Belyaev, Seidel (2005) and Sotoodeh (2006).

Sampling, or rather downsampling is a process of lowering the number of points while preserving the properties of the scanned scene. Xiaohui (2007) divides sampling into three categories: re-sampling, iterative simplification and clustering. Re-sampling computes a new sampling point set based on given rules. Iterative simplification successively picks point-pairs and collapses them into a single point. The idea of clustering is to partition the cloud into subsets and unify points within each subset. There are also methods for sampling the surface created from the point cloud rather the sampling the cloud itself (Pauly, Gross, Kobbelt, 2002).

The last very common preprocessing task is segmentation. Segmentation is a process of identification of points with similar or same attributes. These points subsequently form smaller clouds. These clouds usually represent certain objects or part of objects, such as trees, buildings, cars (Xiaojuan, 2009). Rabbani and Vosselman divide segmentation algorithms into three categories. Edge-based segmentation detects the edges outlining different regions and groups together the points inside these regions. Surface-based segmentation uses local surface properties to merge points which are close and have similar surface properties. Scanline-based threats each line in a point cloud as a scan line. At each scan line, different segments are identified and then grouped together through all scan lines.

There are many other preprocessing methods (Škor pil and Štastný (2008), Štastný and Škor pil (2007)) besides approaches mentioned in this article. The example is the registration technique that is used to find correspondences in a point cloud and combines them to create a large cloud.

Object recognition

This section deals with detection and recognition of objects in point clouds. Object recognition is used to identify a certain object in point clouds. These objects range from poles and trees, to facades, cars and even humans. Object recognition can be used not only to identify objects, but also to detect changes in them, such as changes in vegetation (Wen et al., 2012). This section describes selected approaches for detection of two common objects in urban environments, pole-like objects and roads.

There are two main approaches for pole-like objects recognition. The first approach tries to evaluate the points neighbourhood (El-Halawany, 2011). Points on poles have certain properties, such as high density in the z axis, but low in all other axis. Monnier, Vallet and Soheil Ian (2012) evaluate the direction of point’s neighbourhood, where one main direction means linear neighbourhood and the point is classified as belonging to the pole. The second approach tries to fit the circle to the poles cross section (Bienert, 2007).

Most of the approaches for road detection from the point cloud use curbstones to separate road from the environment (Inrahim, Lichti (2012) and Vosselman). The height difference between the road and pavement is larger than 5 cm. This can be used to identify the roadside. However, sometimes in urban environments the curbside is missing which
can cause gaps in the data. These gaps are usually approximated to form a full road extraction. More about road detection can be found in Inrahim and Lichti (2012).

**Common point cloud formats and processing tools**

There are many formats that can be used to store a point cloud. Basically, any format capable of storing three numbers representing the $x$, $y$, and $z$ coordinate can be used. However, there are some formats commonly used for point cloud storing. These formats can be divided into two categories, binary and ASCII. The ASCII file format has the advantage of human readability. This section describes three most common formats and common tools for their processing.

Common format point cloud storage is the PLY\(^1\) file. It is an ASCII text file used primarily for 3D mesh storage. The PLY file consists of two parts. The first part is a header. The header defines what kind of information does the file carry, or rather what kind of information is stored for each point, e.g., $x$, $y$, $z$ coordinates, normals etc. The second part of the file is a list of points. PLY files can be read by many programs and because it is a text file it is very easy to write your own file handler.

Another example of an ASCII file format is PCD (Point Cloud Data). The PCD is very similar to the PLY and is used in an open source library for point cloud processing called Point Cloud Library\(^2\) (PCL). The library contains methods for point clouds operations (filtering, segmentation, surface reconstruction, visualization, features and keypoints detection etc.). The PCL is also a cross-platform library and supports 32b and 64b systems (Landa, Procházka, 2012). The PCL has also a huge community of users. That makes it currently the best open-source library for point cloud processing. The most common file format for point clouds is the LAS (LASer). The LAS file format is a public file format for the exchange of 3-dimensional point cloud data. The LAS falls into a category of binary files. The format contains binary data consisting of a public header block, optionally any number of Variable Length Records, the Point Data Records, and optionally any number of Extended Variable Length Records. All data are in the little-endian format\(^3\). The advantage of the LAS file format over ASCII format is the processing performance. The LAS format also retains other information relevant to each point (e.g., intensity, strength, classification). There are several tools for working with LAS files, such as libLas\(^5\), LASTools\(^6\). LibLAS is an open-source library written in C++ language capable of reading and writing LAS files. LASTools is a set of tools for reading, writing, viewing and processing of LAS files. Many commercial applications are also capable of reading LAS files (ArcGIS, AutoCAD and others).

**RESULTS**

The results are demonstrated on our object recognition framework that is used to recognize pole-like objects in a point cloud of a street. The raw cloud has 2,580,809 points (Fig. 1). Each is represented by its coordinates in Krovak geospatial coordinate system and the intensity associated with
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it. The framework uses geometric properties of the poles to identify them. We are using libLAS to load LAS files and Point Cloud Library for point cloud processing operations.

**Ground Removal**

The presented algorithm works only with poles that are not standing on the ground. Therefore, the first step is a ground removal. There are two common approaches for this task. The first approach uses the point normals to determine which points are on the ground. The second approach uses height information and removes the lowest part of the cloud. Usually it is 10 per cent. Both approaches have one disadvantage. If the ground is not horizontal (e.g. the scanned area is on the hill), the whole ground will not be removed. The next part describes our ground removal algorithm. The algorithm is designed to adapt to the surface curvature:

1. Compute cloud bonding box
2. Divide bounding block into 2500 small blocks
3. FOR EACH Block
   - Compute minimum and maximum height in the block
   - Compute height elimination coefficient
   - IF Points height $\leq$ height elimination coefficient
     - mark point as ground point
   - ELSE
     - mark point as above ground point

Our height elimination coefficient used in the described algorithm can be calculated:

$$C_{HE} = \min_{l} H + \Delta H \left( 1 - \frac{\max_{l} H - \min_{l} H}{\Delta H} \right) + C_{E}, \quad (1)$$

where:

- $\min_{l} H$ ...... local minimum height
- $\max_{l} H$ ...... local maximum height
- $\max_{g} H$ ...... global maximum height
- $\Delta H$ ........ difference between global minimum and global maximum of height
- $C_{E}$ ........... height coefficient.

The height coefficient can be set to any number and defines the minimum height for the removal. Usually the coefficient is set to 0.015, which

2: Ground removal. Top, from left: 10% of lower points removed (distant part of the ground was not removed), 20% of lower points removed. Bottom: ground removal with proposed algorithm (red indicates ground points).
eliminates ground and all points approximately 0.5 meter above ground.

The advantage of this approach is that it adapts to the terrain height variations and can eliminate ground on very steep terrains. Because it always eliminates only lower parts of the cloud, it never eliminates any points on the pole (see Fig. 2). However, the disadvantage is that it also removes part of the terrain, not just the immediate ground.

Once the ground is removed, three preprocessing operations are used. The first operation is outliers removal. The algorithm is set to remove all outliers plus many points with lower density neighbourhood. This eliminates most of the points that can be problematic in a later phase, such as leaves and small branches on trees. The following step is sampling. Sampling is used to downsample the cloud to make it more processing friendly (it reduces the number of points).

The last step is segmentation. We are using Euclidian Cluster Extraction algorithm\(^7\) implemented in Point Cloud Library. This algorithm segments the cloud with constraints, such as maximal distance from a point to the segment and minimum/maximum segment size. Each segment it then treated as a potential pole-like object.

The algorithm for pole recognition is based on a cut algorithm where each segment is divided into \(n\) vertical cuts and each cut is treated as a 2D circle. The algorithm is as follows:

- Compute centroid and 2D circle radius around centroid
- Store circle radius in a group
- For each circle group
  - If \((\text{maximum height} - \text{minimum height}) > 4\)
    - Compute median and variance for \(x, y\) and radius
    - If variance < varianceThreshold
      - Median radius > medianRadiusThreshold
        - Mark group as pole object

The second part of the algorithm is designed to identify evenly distributed points inside a cylinder. We compute variance and compare the variance in \(x\) and \(y\) axis with our variance threshold values. If the variance is large enough, it means the circles are not evenly distributed. For instance, if the variance in \(x\) axis is large, it usually means there was an

\[3: \text{Detected circles. Left: pole where blue circles represent 12 circles with same radius. Right: Tree.}\]

\[4: \text{Final cloud with recognized poles. Poles are highlighted with different colours.}\]
inclined tree. This leaves us with only large pole-like objects. However, these objects can be either poles of street lighting or tall trees. To distinguish the tree from pole, we compare the variance in radius. This comparison can be seen in Fig. 3.

Slight deviations from the radius are caused by objects on the poles, such as traffic signs and advertisements. However, the centroids and circles retain their even distribution (they have small variance around the $x$, $y$ axis and radius).

**DISCUSSION**

Our algorithm described in this article is able to remove ground points much better than commonly used ground removal algorithms. Most of the algorithms do not consider substantial changes in surface elevation. Nonetheless, these are very common in urban areas. Our algorithm is able to remove effectively around 0.5 m of lowest points from the input point cloud. Substantial advantage of this algorithm is that it is very computationally friendly because it uses only basic mathematical equations (e.g. average) and does not detect any objects. Hence, it can be used even on large point clouds. However, the disadvantage of this algorithm is that it can remove points that are not necessarily the ground points (points around the road). Even with this disadvantage, the algorithm never removes any points on the pole-like objects. Therefore, it is ideal for applications where the objects such as trees, poles and facades are detected.

The second algorithm, described in this article is used to identify pole-like objects. The advantage of this algorithm is that it anew uses only statistical analysis, therefore, it is very fast. Another advantage is that it is able to recognize even poles that have signs and advertisements on them. Nonetheless, the disadvantage of this algorithm is that it cannot recognize poles that are occluded with another object, such as trees.

**SUMMARY**

This paper introduces the key issues of object recognition in point clouds. The whole problem is illustrated on street lighting poles recognition task. As it is obvious from the pictures, our proposed algorithm is able to clear the point cloud, remove unnecessary points and distinguish the poles and trees. Nevertheless, this particular case was relatively simple. A substantial amount of research must be done before it will be able to detect automatically all common objects that can be found on the street. Nonetheless, even ability to recognize such simple objects as traffic signs, street lighting, etc. brings significant simplification into their management. It is no longer necessary to control their state visually by manpower, it can be done automatically using generally available data.
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